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When an alternating linear electric field is applied to an aqueous suspension of micron-size 
polystyrene particles, hydrodynamic instabilities are seen at a frequency range between 2 and 
200 kHz. The formation of elongated bands of particles oriented at certain angles relative to the 
direction of the applied electric field and circulation of particles within the bands are observed. 
We examine the phase lag between the induced dipole moments of the particles and the effects 
of this on the interactions between neighboring particles. Because the phase lag causes 
neighboring particles to exert torques upon one another, thereby causing spinning of double 
layers, we propose a phenomenological model in which there is a symmetry breaking between 
the direction of the polarization of the particles and the direction of the applied electric field. 
Based on this modified dipole-dipole interaction, and together with hydrodynamic interactions, 
we are able to simulate the formation of the tilted bands of particles. The sense of circulation of 
particles within a band also agrees with our experimental observations. 

I. INTRODUCTION 

The dramatic change in the rheological properties of 
colloidal suspensions under the influence of electric fields 
has attracted the attention of both the industrial and sci­
entific communities since first discovered nearly half a cen­
tury ago.1 It has been generally understood2 that when an 
electric field is applied to an electrorheological (ER) sus­
pension, the particles in the suspension become polarized, 
acquiring induced dipole moments and attracting each 
other in the direction of the induced moments, which is 
parallel to the applied field. Chains and columns of the 
particles form as a result, thereby causing a drastic increase 
in the viscosity of the suspension. 

These phenomena have recently been the subject of 
extensive theoretical and computer simulation work. 3,4 Be­
cause the dipole-dipole interaction is assumed to be the 
source of chain and column formation in all existing mod­
els, a clear understanding of the polarization of the parti­
cles and of the interactions between the particles is there­
fore crucial to the understanding of ER materials. 

In order to gain more insight into the polarization and 
relaxation of colloidal particles, alternating electric fields 
have been used to measure the dielectric increment of bulk 
samples of particles in aqueous suspensions.5

,6 In addition, 
video technology has been used to study the dynamic pro­
cess of particle association in electric fields in quasi-two­
dimensional geometry.7,8 Useful information on the relax­
ation time and pair interaction potential has been obtained 
through this work. However, since a charged colloidal par­
ticle in an aqueous solution attracts an ionic cloud of the 
opposite charge (double layer), the polarization of such a 
particle is far more complex than just a simple induced 
dipole moment. Over certain frequency ranges of the ap­
plied electric field, particles have been observed to rotate, 
indicating the exertion of torque on each other.9 Further-

more, under favorable conditions, bands of particles have 
also been seen to form in directions other than that of the 
applied field, and there has also been circulation of parti­
cles within those bands. 10 

In explaining their experimental observation of these 
tilted bands, Jennings and Stankiewicz10 have cited the 
competition between the electric potential energy of mu­
tual polarization of two neighboring particles, which favors 
the particles lining up parallel to the direction of the ap­
plied field, and the fluid flow associated with the dynamic 
oscillation of particles in an alternating force field, which 
favors the particles lining up perpendicular to the applied 
field. A few crucial questions, however, remain unan­
swered. Clearly, the interactions between the particles in a 
tilted circulating band do not have the same symmetry as 
that of the applied linear field. How do we explain this 
symmetry breaking, and how do we explain the circulation 
of particles within a band? 

In this paper, we will try to address these questions 
and propose a new model. Computer simulation results of 
this model will also be presented and will be compared 
with our experimental observations. 

II. EXPERIMENTAL OBSERVATIONS 

Our samples consisted of 1 % volume-fraction suspen­
sions of 1.5 JLm-diameter monodisperse polystyrene 
spheres in an electrolyte of 2 mM KCl. The sample cell, as 
illustrated in Fig. 1, was made of two microscope slides 
sealed off with a round rubber 0 ring. A glass post was 
glued to the middle of one slide, providing an island of 
about 0.3 cm2 area over which 'the sample was confined to 
a nearly two-dimensional space. The parallelism and the 
thickness of the gap could be adjusted by varying pressure 
on the screws that held the sample cell together while ob­
serving the pattern of interference fringes of light produced 
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FIG. 1. A schematic of the side view of a sample cell. 

by the gap. Directly above the post, the glass slide was 
coated with a thin layer of transparent indium-tin oxide 
conductor. The conductor was etched into two electrodes 
which could provide an electric field parallel to the surface 
of the glass. The electrodes were in direct contact with the 
sample, and the gap between them was about 0.5 mm. 
Homemade amplifiers, capable of delivering peak-to-peak 
voltages of up to 400 V from 2 kHz to 3 MHz, supplied an 
alternating voltage across the electrodes. The motion of 
particles between the electrodes in the two-dimensional re­
gion could be observed under an optical microscope, and 
the experiments could be recorded on videotape. 

When the frequency of the applied field was greater 
than 200 kHz, particles lined up to form chains and col­
umns, as expected for electric dipole interactions between 
the particles. At low frequencies, however, particles 
formed bands at nearly ±45° relative to the direction ofthe 
applied field, as shown in Fig. 2. Within a band, particles 
were dynamically unstable, circulating in a counterclock­
wise direction if the band tilted to the right relative to the 
applied field and circulating clockwise if the band tilted to 
the left. There were isolated bands, and also bands tilted in 
opposite directions joined together at the ends. The speed 
of particle circulation was increased when the strength of 
the applied field was increased, and the circulation was also 
sensitive to the frequency of the field. Due to large energy 
dissipation and deterioration of electrodes at frequencies 
close to d.c., experiments were not carried out for frequen­
cies below 2 kHz. However, down to the lowest frequencies 
we did test, the unstable motion and circulation of particles 
persisted. 

Another interesting observation was that the particles 
seemed to be spinning. Even though we could not see the 
actual spinning of individual particles due to the optically 
isotropic nature of the spheres, the otherwise unexpected 
tangential movements of particles when they came into 
close contact strongly suggested such spinning motion. 

III. MODEL 

Based on these experimental facts, we realize that a 
successful model must be able to explain the asymmetry 
between the applied linear field and the tilted bands, as well 
as the circulation of particles within a band. We shall use 
earlier theoretical calculations on the polarization of di­
electric spheres in aqueous solutions and then look into the 

FIG. 2. The formation of diagonal bands of 1.5 (.Lm polystyrene particles 
in an a.c. electric field at 145 kHz. The particles are suspended in an 
aqueous solution of 2 mM KCI. The lower horizontal dark band is the 
condensation of particles at the edge of one electrode. The applied electric 
field is in the vertical direction. Particles circulate in a counterclockwise 
sense in bands tilted to the right and circulate clockwise in bands tilted to 
the left. 

interactions between two neighboring spheres. The conse­
quences of these interactions will be discussed and a model 
based on the analysis will be proposed. 

A. Polarization of a sphere 

The polarization of a polystyrene sphere in an aqueous 
suspension by an alternating electric field can be under­
stood in the following qualitative way: the dielectric con­
stant of the sphere, typically about 2 to 3, is much smaller 
than that of water, which is about 80 in the frequency 
range of interest here. Therefore, the polarization of the 
sphere is that of a dielectric hole and is antiparallel to the 
direction of the applied field. A further complication is 
encountered, however, because the sphere is negatively 
charged, which attracts a cloud of positive ions (counteri­
ons). Close to the surface of the sphere, the counterions are 
tightly bound due to strong Coulombic forces. A few 
monolayers further from the sphere, the counterions are 
more loosely bound and form a diffuse layer. When an 
electric field is applied, the diffuse layer is distorted from a 
spherical shape and the charge distribution in the tightly 
bound layer is also altered. This nonspherical distribution 
of the double layer can be treated as an induced dipole 
moment which is parallel to the applied field. 

We should point out that the distortion of a double 
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layer is sensitive to the frequency of the applied field. When 
the frequency is low, the counterions in the diffuse layer 
are displaced by a distance comparable to the size of the 
particle. The induced dipole moment is therefore very large 
and is parallel to the direction of the applied field. Accord­
ing to Lim and Franses' measurement of dielectric disper­
sion of bulk suspensions,5 the central relaxation frequency 
of the diffuse layer of I fLm polystyrene spheres is about 
400 Hz, which is well below 2-200 kHz, the frequency 
range of electrohydrodynamic instability in our experi­
ments. At the frequency range we are interested in, the 
shape of the diffuse layer does not have enough time to be 
distorted and therefore the polarization of the particle is 
more likely of Maxwell-Wagner type, which is due to the 
interfacial charges between two media of different dielec­
tric constants and conductivities. Because of this, we can 
describe the polarization of a polystyrene sphere using an­
alytic results derived by Schwarz,l1 which predict a 
Maxwell-Wagner type polarization modified by a tightly 
bound diffusive conducting surface layer. 

In Schwarz's model, the motion of counterions around 
a spherical particle is characterized by the balance of two 
currents-one induced by the applied electric field, which 
deforms the spherical distribution of the ions, and the 
other governed by a diffusive process that tends to re­
establish the spherical distribution. The total induced di­
pole moment is 

E:+~Ep-c:' 3 

fL= 41TEOEs * ~ 2c R E, Ep+ Ep+ s 
(1) 

where R is the radius of the particle, E is the strength of 
the applied electric field, EO is the permittivity constant, 
and C; and E: are the complex dielectric constants of the 
particle and of the solvent, respectively. [In an alternating 
electric field of form Eoiwt, the complex dielectric constant 
c* is related to the real dielectric constant E by 

E*=E=iK/«(i)EO), (2) 

where K is the conductivity and (i) is the angular frequency 
of the applied field.] ~Ep is the increment in the dielectric 
constant of the particle due to the polarization of the dif­
fuse layer and has a Debye-type dispersion 

1 e"ffiao 
~E----­

P-l +i(i)T EokT ' 
- - (3) 

where eo is the charge of a counterion, ao is the surface 
charge density (ions per unit area), k is Bolzmann's con­
stant, and T is the temperature. We should point out that 
the magnitude of ~Ep may become much larger than that of E: at low frequencies. The relaxation time T is related to 
the mechanical mobility u (velocity per unit force) of a 
counterion and to its diffusion constant D by 

R2 R2 

T=2ukT=2D' 

We can see that T is on the order of the time required for 
a counterion to diffuse the length of a particle. 

z 

-t------
x 

FIG. 3. Two neighboring spheres exert net torque on each other due to 
the phase lag between the induced dipole moments and the applied elec­
tric field. 

An important feature of Eq. (I) is the phase lag be­
tween the induced dipole moment and the applied electric 
field. We also note that this phase lag depends on the fre­
quency of the applied field, and this is in fact very similar 
to an overdamped oscillator in a periodic force field. In 
general, there is a phase shift between the response of the 
oscillator and the driving force and, as we shall see later, 
this phase shift plays a crucial role in our model and in 
explaining our experimental observations. 

B. Mutual polarization between two neighboring 
spheres 

We now consider two neighboring particles separated 
by a distance r. The applied electric field is linear and 
sinusoidal, pointing in the z direction. As illustrated in Fig. 
3 the line connecting the centers of the two particles is 
oriented at an angle ¢ relative to the z axis. As a first-order 
approximation, the polarization of each particle is treated 
as a point dipole located at the center of the sphere. The 
induced dipole moment is proportional to the applied elec­
tric field in strength, but lags behind in time, as discussed 
in the previous section. We denote this phase shift explic­
itly bye, i.e., fLo:. Ee- iO• 

Because the field created by a dipole falls off as the 
inverse cube of the distance, we only consider mutual po­
larization to first order, i.e., when considering the field 
created by particle 2 at particle I, instead of using the net 
dipole moment of particle 2 induced by its total local field, 
we onlyuse th~!eading term in its dipole, which is induced 
by the applied field. Doing this, we can easily calculate the 
electric potential energy of the pair 

Fcfi 3 cos2 ¢-I 
u= --3-· r*3 (1+cos 2e), 

_ with. 

Fo=61TEoEsR2/32E~, 

I 
E:+~Ep-c:' I 

/3= , 
. E:+~Ep+2E: 

r 
7*=-, 

R 

(5) 

(6) 

(7) 

(8) 
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FIG. 4. Ca) The initial configuration of 50 particles randomly placed 
within a square region. Cb) The formation of a tilted circulating band 
after 1 000 000 time steps. The applied field is in the vertical direction. 
Simulation parameters are given in the text. 

where Eo is the root-mean-square amplitude of the applied 
field. We note that Eq. (5) has the familiarform of dipole­
dipole potential energy except for a factor of ( I + cos 20), 
which is due to the phase shift between the induced dipole 
and the applied field. What is more interesting, however, is 
that the time-averaged torque exerted on each particle is 
nonzero due to this phase shift 

2 sin ifJ cos ifJ 
M = -FoR ,-*3 (1-cos 20). (9) 

This means that if two particles are not aligned parallel or 
perpendicular to the direction of the applied field, they will 
spin, and this has indeed been experimentally observed in 
biological cells. 9 

We should point out, however, that a torque of the 
form in Eq. (9) does not guarantee spinning because, as we 
can see from Eq. (5), the minimum energy state is 
achieved when the two particles are aligned with the ap­
plied field (ifJ=O), and there is then no torque in this con­
figuFation according to Eq. (9). Therefore, to fully explain 
the experimental observations, one needs to justify why the 
particles prefer to align in a diagonal direction. In this 
paper, we present a phenomenological model to address 
these issues by further exploring the consequences of the 
spinning of particles. 

Now we assume that when the field is turned on, two 
particles happen to be in the configuration shown in Fig. 3 
(0· < ifJ < 90·). Then both particles will spin clockwise ac­
cording to Eq. (9). As we know from fluid dynamics, 
when a sphere spins in a viscous fluid, the boundary layer 
of the fluid spins with the sphere, as required by boundary 
conditions. This means that double layers spin with the 
particles. Thus, when a linear alternating electric field is 

applied, the counterions no longer flow uniformly around a 
sphere because of a preference to flow with the spinning 
double layer, resulting in an induced dipole moment that is 
not in the same direction as the applied field. When the 
particles spin in a clockwise direction, as in Fig. 3, the 
induced dipole moments are tilted to the right relative to 
the applied field, causing them to stay aligned in that di­
rection. We believe that this is the reason for the symmetry 
breaking between the applied field and the induced dipole 
moments. 

--- We can present the above analysis in a more quantita­
tive manner, similar to the treatment of the propagation of 
linearly polarized light in an optically active medium. We 
first express a linear alternating field as a sum of left and 
right circularly polarized fields, with each field inducing a 
dipole moment. As discussed in the previous paragraph, 
the phase shifts of the left and the right circularly polarized 
dipoles are different due to the rotation of the double layer. 
The combined net dipole moment is still linear, but point­
. iug in i direction· different -from iliat of theappHed field. 
The polarization is related to the applied field by a rotation 
tensor 

(10) 

with 

(11 ) 

(12) 

where OLand OR are the phase lags of the left and right 
circularly polarized dipoles. 

By taking the negative gradient of the potential energy, 
we can calculate the electric forces between a pair of di­
poles [shown in Fig. 3 and characterized by the polariza­
tion matrix of Eq. (10)]. When normalized to F o, the 
radial and tangential components of the force on the par­
ticle at the origin are 

.r:el= ~4 [3 sin ifJ cos ifJ sin ao+ (3 cos2 ifJ-l )cos2 i8 

- 2 a8 -] . 
(1 +cos 20) + (3 sin2 ifJ-l)sin T (1-cos 28) , 

I 
.f';,el=? [(2 sin2 ifJ-l)sin a8 

+sin 2ifJ(cos a8+cos 20)]. 

C. Hydrodynamic forces between two rotating 
spheres 

(13) 

(14) 

The torque on the particles shown in Fig. 3 can also be 
calculated by taking the cross product of the induced di-
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pole moments and the local field. A sphere of radius R 
rotating at angular velocity n in a fluid of viscosity Tf 
experiences a frictional torque 

Mfric= ~81T7JnR3. (f5) 

When the electric and the frictional torques are balanced, 
the normalized angular velocity of a particle is 

1 _ 1:l.8 1 [ _ 
lU*=2(3 cos 8 sin 2+ 2r*3 3 sin l{J cos l{J(cos 28 

3sin2l{J-l _ 
-cos 1:l.8) + 2·· sin 1:l.8(cos 28-1) 

3cos
2

l{J-l -] 
+ 2· sin 1:l.8(cos 28+ 1) , 

where time t is normalized relative to 

to=61TrjR2/Fo· 

(16) 

(17) 

We note that to is independent of particle size since F 0 is 
proportional to R2. 

From fluid dynamics, we kllow that when a sphere 
spins at an angular velocity n in an infinite fluid of viscos­
ity Tf, the fluid around it flows with a tangential velocity 

R3 
v",=~n. (18) 

When considering the hydrodynamic interaction between 
two rotating spheres, we make a crude approximation by 
assuming that between the two spheres, the velocity of the 
fluid along the line connecting the centers of the spheres is 
a linear combination of the velocities of the fluid that 
would be induced by each individual sphere if the other 
sphere were absent. The velocity of the fluid at the bound­
ary of each sphere along this line is matched to the velocity 
of the sphere, and we assume an effective interaction area 
Aelf to be on the order of a few tenths of R2. If particles 1 
and 2 rotate at angular velocities lUT and lU~ , the tangential 
hydrodynamic force exerted on particle 2 01;1 particle 1 (at 
r=O) is 

A* 2( * 2+ *) h d elf a lUI a lU2 
J1ti = 31T (1+a2)(I-a) ' 

where 

1 
a=r*_1 . 

D. Net force and the motion of a sphere 

. (19) 

(20) 

Besides the forces discussed above, there is also a 
short-range repulsive force between two particles in close 
contact due to the counterions. We assume a repulsive 
force of an exponential form 

rrrep=-200 exp[ - (r*-2)/0.05], (21) 

where the parameters have been chosen such that when the 
attractive dipole force is added, the equilibrium gap be­
tween two particles is about 15% of the diameter of the 
particles, matching our experimental observations. 

Finally, we need to take into consideration a Stokes 
hydrodynamic drag force 

(22) 

where v is the velocity of the particle. We should point out 
that because the particles in our experiments were confined 
between two stationary walls, the actual drag forces due to 
translational and rotational motion of a particle should be 
larger than the Stokes forces used in our model. 12 How­
ever, due to the phenomenological nature of the model, 
overlooking these details does not jeopardize the main ob­
jectives of this work. Brownian forces can also be safely 
neglected because dipolar potential energy is much stron­
ger than the thermal energy under our experimental con­
ditions.2 

The dynamic equation for the ith particle can now be 
written as 

d2x· 
m l= L ~~+ L F~~P+ L Ffyd+Ffyd, (23) 

--;Ji2 J=I=i J }=I=i J J=I=i j 

where Xi is the position of the particle and m is its mass. If 
we use normalized position, time, and forces, the coefficient 
of the inertia term on the left side of the above equation 
becomes 

. m€0€/32E~ 
* m 61TTfR' 

(24) 

which is on the order of 10-6• This is suffici{!ntly small 
compared to the coefficients o( other terms that the inertia 
term can be safely ignored. 

The last term in Eq. (23) is the Stokes drag force, 
which is proportional to the velocity of the ith particle. The 
other three force terms arise from pair interactions and are 
determined by the relative positions of particles in the sys­
tem [as expressed by Eqs. (13), (14), (19), and (21)] and 
by 1:l.8, the asymmetry in the phase lags of the left and right 
circularly polarized induced dipoles. The magnitude or 1:l.8 
is obviously related to the speed of spinning of the particle, 
which in tum is determined by the positions and phase 
shifts of the particle's neighbors. Because the equations are 
coupled and transcendental, we use a "mean-field" approx­
imation, i.e., We assume that every particle has the same 
phase shift 1:l.8. Judging from our experimental observa­
tions, this is not an unreasonable approximation for those 
particles in a single tilted band, because even though the 
'particles are not in stable equilibrium, they do circulate 
within a band in an orderly fashion. Therefore, it is possi­
ble that they have phase shifts that are approximately uni­
form within a band. We treat 1:l.8 as a variable parameter in 
our computer simulation work. 

Keeping all this in mind, and using normalized units 
and setting the inertia term to zero, we can rewrite Eq. 
(23) as 

aX'!' 
_l _ 'V . ~el 'V t>*rep 'V t>*hyd 
dt* - P=I=.J iJ + .~=I=.J ij + ~=I=.J ij • 

] 1 J 1 _ . J .z , 
(25) 

This enables us to calculate the change of position of each 
particle from the ensemble configuration. 
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IV. COMPUTER SIMULATION RESULTS AND 
DISCUSSION 

The initial configuration was comprised of 50 particles 
randomly positioned in a square region [Fig. 4(a)]. The 
applied electric field was in the vertical direction and the 
motion of particles was confined to two dimensions. Be­
cause the particles of interest in our experimental setup 
were not directly surrounded by the electrodes that supply 
the electric field, we did not need to be concerned with 
image charges and therefore did not impose boundary con­
ditions on the particles. The interactions between particles 
were assumed to be pair interactions, as discussed in the 
previous section. 

For every configuration of particles, the velocity of 
each particle was calculated according to Eq. (23), and a 
new configuration, after time step flt*, was computed for 
the next round of calculations. A typical time step Was 0.01 
and a total of 1 million particle configurations were usually 
calculated for each simulation run, typically taking about 8 
h of computation time on an IBM RISC 6000 workstation. 
Using smaller flt* did not change the results of the simu­
lation. The cut-off distance for the electric forces was 12, 
but due to the crudeness of our approximation, the cut-off 
distance for the hydrodynamic forces between a pair of 
spinning particles was only 4 because a longer cut-off dis­
tance had little meaning. 

As discussed earlier, the polarization of 'a particle at 
the low-frequency limit is dominated by the double layer, 
so the strength of polarization should be about 1 accordiJ;lg 
to Eq. (1) (in normalized units). At the high-frequency 
limit, the dielectric polarization dominates and the 
strength of polarization is about -0.5. Because we ex­
pected the situation we were dealing with to occur in the 
dispersive region of the polarization of the particle, we 
assumed the magnitude of the polarization strength ((3) to 
be 0.1. We also assumed the effective area (A:tr) for hydro­
dynamic interaction between two spinning particles to be 
0.2. Different values of average phase shift (8) and phase 
asymmetry (flO) were tried for the best agreement with 
our experimental observations. 

Figure 4(b) shows the formation of a tilted band of 
particles for 8= 130° and flO=60°. The particles within the 
band circulate in a clockwise sense. The shape of the band 
closely resembles the experimental results shown in Fig. 2, 
and the sense of circulation also agrees with experimental 
observations. The circulation of particles can be quantita­
tively characterized by an angular momentum 

L= L r;*xv;*, (26) 
i 

where the primes indicate that the corresponding quanti­
ties are measured in the center-of-mass frame. Figure 5 
shows the time evolution of the angular momentum. 

Our computer simulation program also kept track of 
the average root-mean-square velocity (in the laboratory 
frame) and the angular velocity of the spin of the particles. 
Ifwe substitute into Eq. (17) parameter values appropriate 
for our experimental conditions (an electric field strength 
of about 1000 V Icm and water viscosity of about 10-3 

-6r----------------------------------, 

.. . .. ... 
... . .. 

.... . .. 

.-12+---~--~--~~--r---~---r--~--~ 

o 2500 5000 

Time 
7500 10000 

FIG.. 5. Time evolution of the angular momentum of the system [defined 
by Eq. (25)] for the s!1l).ulation run depicted in Fig. 4. The negative sign 
of the angular momentum indicates the circulation of the particles is 
clockwise. 

N s/m2) , to is about 30 ms. Converted to real time, the 
average translational velocity of a particle is on the order of 
one particle length per second, which is within the range of 
our experimental observations. The rotational speed of a 
particle is about 100 rad/s, which can be compared with 
the~ experimental results of Vienken and Zimmermann.9 

They measured the rotational speed of biological cells in 
aqueous solutions in alternating electric fields and obtained 
a rotational speed of about 1 radls at a field strength of 100 
VI cm. Even though the colloidal particles in their system 
were different from ours, an order-of-magnitude compari­
son is still valid. According to Eqs. (6), (16), and (17), 
the rotational speed of a particle is proportional to the . 
square of the field strength, but is independent of the par­
ticle size. Our experimental field strength is about ten times 
as strong as theirs and therefore a rotational speed 100 
times as theirs is not unreasonable. 

We can also calculate the linear velocity of the double 
layer due to the rotation of a particle and compare this 
with the mobility of counterions. Using the numbers dis­
cussed in the previous paragraph, the linear velocity of the 
periphery of a particle «(j)R) is On the order of 10-2 cm/s. 
The mobility of a typical free ion in solution (uo) is about 
10-4 cm S-I/V cm- I • For an ion in a double layer, its 
mobility is· reduced due to electrostatic interaction with 
surface ions on the particle. The actual mobility is 

(27) 

where the activation energy a is on the order of 1 kcall 
mol. II The velocity of a counterion in a field of strength 
WOO V Icm is therefore on the order of 10-2 cm/s, com­
parable to (j)R. This explains the large asymmetry (flO) 
between the direction of the induced dipole moment and 
that of the applied field. 

In explaining their experimental observation of tilted 
bands of circulating particles, Jennings and Stankiewicz lO 

noted that two particles driven by a sinusoidal force inter­
act with an effective potential 
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FIG. 6. Particles do not form tilted circulating bands if the hydrodynamic interactiori due to spinning of particles is ignored (Ae1f=O), even though the 
asymmetry between the induced dipole moment and the applied field is taken into consideration (~¥O). 

(28) 

which has the same dependence on rand ¢ as the electric 
potential energy of two dipoles, but which is opposite in 
sign. The competition between these two potential energies 
causes two particles to line up either parallel (when the 
electric potential dominates) or perpendicular to the ap­
plied field (when the mechanical potential dominates), but 
this does not explain the diagonal alignment of the parti­
cles. If it does play a significant role in the interactions 
between particles, we can treat it as a factor that reduces 
the strength of the electric potential energy. Because in our 
model all quantities are scaled to be dimensionless, the final 
outcome does not rely on the absolute value of the strength 
of polarization. Therefore, we did not include this mechan­
ical potential energy in our model. 

We performed numerous computer simulation runs 
with different values for Aeff, AO, and e to find out the roles 
played by these parameters in the formation of tilted cir­
culating bands of particles. By setting Aeff=O, but keeping 

other simulation.parameters unchanged, we effectively ig-
. nored the spinning of particles by eliminating the hydro­

dynamic effect due to the spinning. As shown in Fig. 6, 
when Aeli was set to 0, we saw neither the formation of 
narrow bands nor the circulation of particles, but instead 
saw only the formation of chains and c'olumns of particles 
which were almost motionless after a long time, as ex­
pected for electric interactions between fixed induced di­
poles. The orientation of these chains and columns, which 
indicated the direction of minimum potential energy, was 
tilted away from the direction of the applied field if 110=1=0. 
This told us that with only an asymmetry between the 
induced dipole moment and the applied field, but with no 
spinning of particles, the formation of a tilted narrow band 
of particles could not be realized. On the other hand, if we 
only included the spinning of particles, but did not include 
the asymmetry between the induced dipole moment and 
the applied electric field (by setting AO=O, but Aeft'=l=O), 
then we still did not see the formation of a tilted band 
(Fig. 7). 
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FIG. 7. In the bottom row, particles do not form tilted circulating bands when the asymmetry between the induced dipole moment and the applied field 
is ignored (AO=O), even though the hydrodynamic interaction due to spinning of particles is included in the pair interaction (Aeffi=O). However, when 
both the asymmetry and the hydrodynamic interaction are included, particles form tilted circulating bands. 

Another interesting fact is that the band tilted to the 
left while the electric dipole interaction between a pair of 
particles should have preferred an alignment with particles 
tilted to the right (because ao>O). This seemed to have 
been the result of hydrodynamic interaction. When we set 
Aeff=O, then we saw the formation of almost stationary 
chains of particles tilted to the right. As we increased the 
effect of hydrodynamic interaction between the spinning 
particles by increasing the value of Aeff the length of the 
chains got shorter and instability became apparent. This 
seemed to be a tradeoff between minimizing the electric 
potential energy and reducing frictional loss due to shear 
forces between spinning particles. Electric dipole potential 
is minimized when particles form chains in the direction of 
the dipole moment. Those chains also attract each other 
sideways, forming columns. 13 Because the distance be­
tween neighboring particles within the same chain is 
shorter than the distance between two adjacent chains, the 
shear force is also greater between particles in a chain. To 
minimize the shear loss, chains along the direction of di-

pole moment become shorter and short chains are at­
tracted sideways to form a band. 

v. CONCLUSIONS AND FUTURE WORK 

Our simulation results show that there are two key 
factors for the formation of tilted circulating bands of col­
loidal particles in linear alternating electric fields: (I) the 
asymmetry between the orientations of the induced dipole 
moments of the particles and the applied electric field, 
which causes the tilting angle of the band; and (2) tangen­
tial hydrodynamic forces due to the spinning of particles, 
which cause the circulation of particles within a band. If 
either of these two factors is absent, the formation of tilted 
circulating bands cannot be realized. 

The misalignment between the induced dipole of a par­
ticle and the linear applied field can be explained by our 
phenomenological model. In this model, mutual polariza­
tion of neighboring particles causes spinning of particles 
due to the phase lag between the polarization and the ap-
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plied field. The spinning of a particle breaks the symmetry 
between the flow of counterions in the double layer and the 
applied field and thereby produces a dipole that is not 
oriented in the same direction as the applied field. 

Unfortunately, we could not simulate the spontaneous 
symmetry breaking between the direction of induced dipole 
moments and that of the applied field because we employed 
a fixed ll.() for each simulation run (mean-field approxima­
tion). In real experiments, this symmetry breaking is a 
gradual process. The formation of tilted bands of circulat­
ing particle does not occur until a few minutes after the 
field is turned on. Therefore, our model is only valid for the 
time region after the symmetry breaking has occurred. We 
will leave the simulation of spontaneous symmetry break­
ing for future work. In future experi1I).ents, we will try to 
detect the spinning of particles, possibly by using particles 
that are slightly asymmetrical. We will also simultaneously 
measure dielectric dispersion and observe the motion of 
particles, so that we can correlate dispersion with particle 
motion. 

Our formulation of the hydrodynamic interaction be­
tween particles is almost certainly oversimplified because 
the particles are not in a three-dimensional geometry, and 
superposition of pair hydrodynamic interactions when par­
ticles are in close proximity is also problematic. Neverthe­
less, we feel confident that the shear force between spinning 
particles is qualitatively correct because an effective inter­
action area (Aeff) of O.2R2 is very reasonable. 

We should emphasize the phenomenological nature of 
our model. The simulation parameters are by no means 
matched to the true experimental values because there are 
too many unknown components. Nevertheless, we believe 
that our model captures the essence of the electric and 
hydrodynamic interactions between colloidal particles in 
aqueous suspensions in certain frequency ranges because 

the qualitative agreement between our simulation results 
and experimental observations is good. 
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